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ABSTRACT 

 
This article describes the development of a mathematical model for predicting the risk of developing a 

repeated cerebral stroke based on the minimum available diagnostic information that is sufficient to achieve 
the necessary reliability of the diagnosis. The method of Bayes and Kulbak was chosen as a mathematical 
apparatus. The technique of the choice of informative features for the solution of the task is described. The 
final algorithm of the model for predicting the risk of recurrent stroke is given. 
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INTRODUCTION 
 

Any doctor in his work needs "probabilistic thinking" and, in particular, an understanding of the 
probabilistic approach to diagnosis. Apparently, this approach is largely based on the subconscious process 
that underlies the diagnosis by an experienced physician taking into account pathological symptoms, frequent 
symptoms, symptoms not characteristic for this disease or not occurring in it ever. 

 
The application of probabilistic methods does not mean that a doctor must always apply a 

mathematical apparatus at the patient's bedside. All these calculations need to be done once in determining 
the treatment plan. 

 
The terms "symptom" are often used as synonyms. However, it is more convenient to understand a 

certain value (range) of the symptom, for example, the pulse rate is increased to more than 120 beats per 
minute, the appearance of the "vomiting" sign or the absence of this sign, etc. Therefore, in the subsequent 
discussion, instead of the words "tag value" or "Range of trait" will often use the term "symptom".  

 
The frequency is the ratio of the number of patients with each disease or having a certain symptom to 

the total number of patients in the group. This value is sometimes called selective probability, since it is 
calculated on the basis of an analysis of a certain sample of patients, and not of their entire population. For 
brevity, the sampling probability is often called probability (although this is inaccurate). 

 
Indeed, probability is judged by the frequency of the event actually recorded in the experiment or 

clinical observation, that is, by its selective probability. However, the less experiments are done, the more 
random the detected frequency is and the more strongly it differs from the true probability. The more 
observations or experiments done, the more frequent the magnitude approaches the probability of a disease 
or symptom. 

 
The probability is denoted by the letter P and is more often calculated in fractions of a unit, rather 

than in percentages. 
 
The a priori probability p (A1) is the probability of a second stroke, that is, the probability for any 

patient, no matter what symptoms it has, have a second stroke. 
 
The a priori probability of the symptom p (Xij) is the probability of the symptom Xij, in the whole 

group, that is, the probability for any patient in the troupe, regardless of which illness he suffers, is the 
symptom Xij. This value is the ratio of the number of patients having the symptom Xij to the total number of 
patients in the group. 

 
The conditional probability of symptom Xij, with the possibility of repeated stroke (hypothesis A1) p 

(Xij | A1) is the probability of having the symptom Xij, provided that it belongs to the main group. This value is 
equal to the ratio of the number of patients with a repeated stroke, having the symptom Xij to the total 
number of patients suffering from this disease. 
 
 

By analogy, the conditional probability of symptom Xij, with the possibility of repeated stroke 
(hypothesis A2) p (Xij | A2) is the probability of having a symptom Xij, provided that it belongs to a control 
group. This value is equal to the ratio of the number of patients without a recurrent stroke having a symptom 
Xij to the total number of patients suffering from this disease. 

 
In this study, it is advisable to use Bayesian formula to determine probabilistic estimates of stroke 

recurrence. 
 
The Bayes formula is sometimes called the inverse probability theorem or the hypothesis theorem. 

This is quite applicable to diagnostic problems: the formula allows one to choose one of several possible 
diagnostic hypotheses, based on the calculation of disease probabilities according to the probability of the 
symptoms found in the patient. Using this formula, based on the following data: 

 



ISSN: 0975-8585 

July–August  2018  RJPBCS 9(4)  Page No. 402 

1. P (Ak), a priori probability of each disease in the group; 
2. P (xilAk), the conditional probability (frequency) of all the symptoms for each of the diseases 

Akconsistently calculate the probabilities of each diagnostic hypothesis and choose the most probable one. 
 
In the simplest form, the Bayesian formula has the following form: 

)(

)/()(
)/(

1

111
11

xP

AxPAP
xAP = (1) 

 
This approach has a number of indications and limitations (like any approach to diagnosis). Here it is 

necessary to dwell only on one circumstance. In this approach, the a priori probability is automatically taken 
into account, affecting the number of patients with each disease in the cells of the table. At the same time, 
unlike the conditional probability of symptoms, the a priori probability of the disease in the group, as already 
mentioned, is a very variable one. It depends on the choice of group. As a specific group, patients in a given 
geographical area can be considered; patients, served by some medical institution or even a certain doctor. 
The composition of the group and the frequency of individual diseases can vary dramatically with time. For 
example, the frequency of infectious diseases depends on the epidemiological situation, many diseases occur 
with different frequencies at different times of the year, depend on a number of changing social factors, etc. 
Therefore, in many cases it turns out beneficial to separately consider in the diagnostic algorithm the 
probability of the symptoms that, with each disease characterized by a certain resistance and can be once 
studied, and then used in many studies, and the a priori probabilities of the diseases themselves. The 
combination of these two values is made only at the time of the diagnosis itself using the Bayes formula. 
However, in order for these two quantities to be sufficient in the calculation, it is necessary in formula (1) to 
replace the a priori probability of the symptom P (xlj) in the denominator by the equivalent so-called full 
probability formula for this symptom: 
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After such a replacement, the Bayesian formula takes the following form: 
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In this form it is called the full Bayes formula or the hypothesis theorem. 
 
However, the patient can be found simultaneously symptoms. How to calculate the probability of a 

recurrence of a stroke in this case? 
 
Whether we have data on the number of patients who have a complex of symptoms in diseases A1 

and A2, the calculation of the probabilities of recurrent stroke in the presence of these symptoms can be 
calculated on the basis of the modified Bayes formula. 

 
The use of the modified Bayes formula (4) makes it possible to calculate the probability from a set of 

informative features, using the frequency of manifestation of a particular trait and the a priori probabilities of 
occurrence of a second stroke. 
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In this study, p (A1) is the a priori probability of recurrent stroke occurrence, p (A2) is the a priori 

probability of no recurrent stroke, p (Xij | Ak) is the conditional probability (frequency) of the appearance of 
the characteristic when belonging to the main or control group. 
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Essentially, the diagnostic task is to establish a diagnosis using the minimum available diagnostic 
information that is sufficient to achieve the required reliability of the diagnosis. This usually requires the use of 
not one symptom, but a set of symptoms (symptom complex). Such an approach can be called a 
"multidimensional" approach to diagnosing diagnosis, since many features are used simultaneously with it. 

 
It should also be noted that the question of indications for the use of various variants of the Bayes 

formula requires further research. At the present time, the formulas presented in this study and various 
algorithms based on the assumption of independence of features are used in a much more widespread way, 
since a more sophisticated approach to diagnosis involving the use of formulas requires a special study of 
probabilities different combinations of symptoms. 

 
The procedure for calculating the probability of repeated stroke consists of the following stages: 
 
1. Formation of feature space, which allows to fully identify the state of the modeling object. 
2. Formation of a dictionary of informative features on the basis of the Kulbuk criterion. 
3. Calculation of the probability of repeated stroke based on the modified Bayes formula (4). 
4. Formulation of recommendations for further treatment and prevention. 
 
The algorithm of the proposed procedure is shown in Fig. 1. 

 

 
 

Fig 1: Algorithm of the methodology for determining probabilistic estimates of stroke recurrence. 
 

 
In conclusion, it should be noted that at the present time a large number of algorithms for 

computational diagnostics based on the probabilistic approach to some extent or the like of Bayes formula. 
Most of these algorithms are designed for the use of computer technology, which allows for much more 
complex calculations. 
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